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Although the relationship between place and health is well studied and measured, typical place-based measures of health are static, representing a single point in time without accounting for movement or mobility. Among the well-established understanding that place influences health is the understanding that place differentially impacts some groups of people more than others. What remains unknown is to what extent population migration explains place-based health and health disparities. Thus, there is a critical need to measure the degree to which county-level patterns in health factors and outcomes can be attributed to county-level patterns in mobility. Without such knowledge, we are unable to fully capture the complexities of county-level health, limiting our ability to inform local policy making.

Our overarching goal is to advance our understanding of the mechanisms by which mobility may be related to place-based health disparities so that local decision-makers may account for patterns in mobility when creating policy towards improved health for all people in all places. The overall objective of this thesis is to both quantify and devise techniques for quantifying the relationship between county-level mobility and county-level health. Our central hypothesis is that poor county-level health factors and outcomes are associated with extremely high and extremely low rates of county-level mobility. We base this hypothesis on Lee’s theory of migration which indicates that migration is often bimodal - often the most and least advantaged individuals relocate (Everett S. Lee 1966). We suspect that these bimodal patterns may manifest differently in educational attainment and rural-urban subgroups. Therefore, the rationale for this project is that understanding educational attainment and rural-urban mobility patterns is a necessary first step towards understanding education and urbanicity-related health disparities.

**Aim 1:** Quantify the associations between place and self-reported mental health at the county level. **Hypothesis 1A:** County-level averages of poor mental helath days are related to urbanicity. **Hypothesis 1B:** This relationship can be explained by differences in factors linked to the built environment (e.g., access to exercise, mental health providers, air pollution, violent crime, and severe housing problems). **Hypothesis 1C:** The way in which factors linked to the built environment explain the connection between urbanicity and mental health varies between the most rural and the most urban counties.

**Aim 2:** Explore how county-level migration can enhance our capacity to understand and explain county-level health. **Hypothesis 2A:** County-to-county migration patterns improve the explainability of autoregressive models of county-level mortality. **Hypothesis 2B:** The role that intercounty migration plays in county-level mortality differs significantly between rural and urban counties. **Hypothesis 2C:** Considering bias in migration patterns improves our ability to explain county-level mortality as well as the differential role that migration plays in urban versus rural counties.

**Aim 3:** Identify counties, time periods, and education groups that experience anomalous county-to-county migration patterns. **Hypothesis 3A:** The components of our tensor of population mobility with the highest Gini coefficients (i.e. components that are not part of the core migration system) will be among migrants with less than high school education. **Hypothesis 3B:** The average health of counties not in the core migration system is significantly different from the average health of counties in the core migration system.

At the conclusion of this work, we will be able to better characterize and measure the relationship between population migration and population health. We will have established rural-urban differences in health at a single time point, established rural-urban differences in health as they relate to migration, and investigated outliers in the relationship between migration and health. These findings will illuminate the mechanisms by which population health evolves alongside population changes due to migration. By recognizing the patterns in county-level migration and its relation to county health, local decision-makers can effectively shape policies for improving health outcomes.

**Background and Significance**

Much of physical and mental health is place-based. There are well-established relationships between the built-environment and health outcomes. However, less is understood about how changes in place can affect health. Changes in place can occur both *to* and *by* people: when individuals relocate, not only do they experience a change in place, but they take their sociodemographic identities, income, health, employment, and education with them. As a result, the population, culture, and health of the place they are leaving and the place they are arriving changes, if only slightly. In aggregate, these migration-related changes could potentially change the health of the population as a whole. In this proposal, we aim to measure the effects of migration on county-level measures of health. First, we study place-based determinants of mental health through the lens of urbanicity at a single time point. Then we assess the selection of migrants into and out of counties based on the health of each destination over time. Finally, we use a data science dimension reduction technique to determine which destinations, time periods, and demographic groups experience the most and least migration on average.

As individuals move from one place to another, the resources in their counties of origin and destination change. Therefore, the relationship between health and place can be viewed as “mutually reinforcing and reciprocal” (Cummins et al. 2007). For instance, when individuals relocate, they bring their social connections with them (Hein de Haas 2010a). These social connections might lead to greater migration and more people (resources) in the future which could lead to better health outcomes on average and increased “pull” of the destination. The idea that migration can be self-perpetuating has been explored many times in the past (Hein de Haas 2010b; H. de Haas 2021) mostly to describe “pull” factors – factors that make a location more desirable after migration has occurred. The perceived average health of a community may be one of these “pull” factors.

Previous research has found that the health of migrants often differs from the average health of their origin and the average health of their destination. For instance, relocation from rural areas to urban areas has been associated with increased risk of cardiovascular disease in some populations (Miranda, Gilman, and Smeeth 2011). Similarly, relocation to high-income countries has been associated with adverse cardiovascular health effects (Agyemang and Born 2019). Several studies have found that rates of cardiovascular disease are higher among migrants than among their peers who did not migrate (Agyemang and Born 2022). For instance, a study of people who migrated to the US from Japan found that Japanese migrants to California had age-adjusted prevalence rates of cardiovascular disease that were more than twice as high as their peers who migrated to Hawaii or did not migrate at all (Marmot et al. 1975). This suggests that the average health of migratory populations becomes more similar to the average health of their destination than that of their origin, possibly because migrants take on the diets, habits, and other health factors of the place to which they relocate. Another possible explanation is that people who migrated from Japan to California were “pushed” to California while people who migrated from Japan to Hawaii were “pulled” to Hawaii.

Income inequality has been found to be associated with poor health among some populations (Zimmerman 2006). Populations that experience high levels of income inequality may also experience declining rates of migration, as shown by Cooke 2013 (Cooke 2013). Therefore, the effects of migration on health may be mediated by income inequality. Additionally, Lee’s theory of migration suggests that regions with high levels of diversity are more likely to experience high rates of migration since migration is associated with imbalance between the origin and the destination and since diverse groups of people typically gravitate towards individuals like themselves (Everett S. Lee 1966). Therefore, though perceived health may operate as a “pull” factor, not all people in a community are likely to experience improved health.

There are many potential mechanisms by which urbanicity and the movement between urban centers could impact health. One might expect worse health in urban areas considering that limited access to green space (Tsai et al. 2018), concentration of populations marginalized from resources, crowded living conditions, and air pollution (Ha 2017) are associated with negative health outcomes. On the other hand, urban populations are also more likely to have access to health care, more likely to participate in social organizations which offer psycho-social support (T.-C. Yang 2019), and more likely to have educational and financial opportunities (Ha and Shao 2019), all of which are associated with positive health outcomes. A recently published paper assessing quality of life in Finland found higher rates of high quality of life in rural areas but not after controlling for perceived loneliness (Weckroth et al. 2022). Another study found that people in urban areas have higher prevalence of both depression and anxiety despite having lower prevalence of other risk factors (Zijlema et al. 2015). Disentangling the contribution of each of these potential mechanisms has important public health implications by pointing to possible solutions (e.g., increase access) for improving health. Relating urbanicity to health in the US, however, requires confronting several challenges. Urbanicity is a complex phenomenon, and its effects are impossible to isolate completely. There are many potential variables that confound the relationship between urbanicity and health. Most notably, counties that differ in urbanicity will also differ in the sociodemographic makeup of their population in terms of distributions of racial identity, age, income, and education. Even controlling for observed sociodemographic differences, there may still be *unobserved* confounding variables. For example, some people may choose to live in urban places and others in rural environments. These choices could be influenced by the past and present sociocultural context of each community which affects who feels welcomed into which communities. Factors such as personality and familial ties play large roles in both health and choice of living location (Chan 1977). Thus, analyses and conclusions must be carefully crafted to account for the complexity of where people live and why.

According to Lee’s theory of migration (Everett S. Lee 1966), migration is selective, meaning that the individuals who migrate are not a random sample of the population of the origin. Migration occurs in response to a “push” or a “pull” – migrants are “pushed” to leave an origin and “pulled” to a destination. “Pull” factors are more often associated with positive selection; migrants who are “pulled” to a destination due to perceived benefits are more likely to have high income or education status. Contrarily, migrants who are “pushed” to leave an origin are likely to have faced hardship in some form. In some cases, this is a negatively selected group including individuals who have lost jobs or suffered from climate change events; in other cases, an entire population may be “pushed” to migrate due to war or famine. Migration is often bimodal in that only the most advantaged and the least advantaged individuals relocate. This logic could be extended to the health distribution of migrants: only the most and least healthy individuals migrate. According to Norman and colleagues, migrants who move from more resource depleted regions to less resource depleted regions have better health on average than the population in their destination while migrants who move from less depleted regions to more depleted regions have worse health on average than the population in their destination (Norman, Boyle, and Rees 2005). Additionally, when the barriers between origin and destination are particularly high, migrants are often healthier on average than the people living in their destination, either because they have been selected through the migration process or because unhealthy people are less likely to choose to move when the barriers are high (Halliday and Kimmitt 2008). Without understanding the individual decisions or circumstances that lead to migration, we cannot assess whether changes in health are the result of a “push” or a “pull.” Disentangling the directionality of changes in health versus changes in migration is one challenge of using county-level data.

Since we propose an ecological study using county-level data, we can only adjust for county-level differences and cannot attempt to measure individual-level differences. County-level data can be useful to understand how place is related to average health. In particular, county-level analyses may be useful in informing local policies to raise the *average* health of a county, and county-level sociodemographic analyses may be useful in informing local policies to reduce disparities within a county – thus, county-level analyses are useful in addressing both of the primary goals of population health: increasing the health of the population overall and reducing health disparities (Kindig 2017). As we have seen during the COVID pandemic, local public health departments, school boards, and faith-based organizations have the power to make decisions which affect public health at an “average” level. County-level analyses may help local decision-makers understand the patterns and processes of their communities. Additionally, because we use a dataset which contains all 3142 US counties, rural counties are better represented than urban counties despite having smaller total population. We use county-level data because that is what is available, but also because we cannot know exactly which individuals are in each county at time 0 and at time 1, creating treatment and outcome groups that differ at the individual-level, but not at the county-level. Of course, there is information lost when using group-level data, and the downsides of such an ecological study design have been enumerated many times previously (GREENLAND and MORGENSTERN 1989); however, by studying county-level data, we can draw attention to environmental county-level health factors - factors that are likely to have different effects when comparing individuals but may remain largely constant when comparing groups or counties.

**Innovation**

The relationship between place and health has been studied many times before. However, many existing studies measure the effects of place on health at a single point in time, without accounting for interconnectedness via migration. Additionally, though time-series forecasting of county-level mortality rates has been done many times previously, our *migrationally* autoregressive model (which accounts for county-to-county migration) is unique – many existing models account for spatial correlation between counties but do not account for migration between counties. There are many dimensions of migration: time, space, age, neighborhood, health, income, etc. In our third aim, tensor factorization allows us to assess each dimension of migration separately. Tensor factorization has been used to study migration using the IRS migration flow dataset, but to our knowledge, it has not yet been used to assess sociodemographic dimensions of migration. Our application of tensor factorization will allow us to create a better picture of who migrates, when they migrate, and where they migrate on average within the US which we can then use to study the relative effect of migration on county-level health.

**Approach**

**Aim 1:** Quantify the associations of place and self-reported mental health at the county level. **Hypothesis 1A:** County-level averages in poor mental health days are related to urbanicity after accounting for county-level demographic differences. **Hypothesis 1B:** This relationship can be explained by differences in factors linked to the built environment (e.g., access to exercise, mental health providers, air pollution, violent crime, and severe housing problems). **Hypothesis 1C:** The way in which factors linked to the bulit environment explain the connection between urbanicity and mental health varies between the most rural and the the most urban counties.

***Note:*** This aim is complete. Olson-Williams, H.E., Grey, S.T., and Cochran, A.L. have published a manuscript titled “Ecological Study of Urbanicity and Self-reported Poor Mental Health Days Across US Counties” in the Community Mental Health Journal. Below we provide a brief overview of this aim, but please refer to the published paper [here](https://doi.org/10.1007%2Fs10597-022-01082-x) for full details.

Data: Data on US counties was provided by the University of Wisconsin’s County Health Rankings and Roadmaps (CHRR). CHRR collects and aggregates publicly available data at the county-level. Therefore, this is an ecological study, and the unit of analysis for this paper is a county. We analyzed the 2021 CHRR dataset for all 3142 US counties for which data is available.

The outcome of interest is poor mental health days, an age-adjusted average number of mentally unhealthy days reported in the past 30 days. This is a self-reported variable collected by the Behavioral Risk Factor Surveillance System (BRFSS). The most recent available data represents 2018. We chose to use this measure of self-reported health because BRFSS is the largest continuously conducted health survey system in the world (“CDC - about BRFSS” 2019), and BRFSS county-level estimates span all 3142 US counties. These estimates are well-validated and commonly used (Pierannunzi, Hu, and Balluz 2013).

The exposure of interest is urbanicity. Each county in the dataset has been assigned an urbanicity category based on the 2013 National Center for Health Statistics (NCHS) Urban–Rural Classification Scheme for Counties (Rothwell, Madans, and Arispe, n.d.). The NCHS urban–rural classification scheme relies on information such as population density as well as proximity to the largest city within a metropolitan statistical area. The six categories are as follows: large central metro (n = 68), large fringe metro (n = 368), medium metro (n = 372), small metro (n = 357), micropolitan (n = 641), and noncore (n = 1335). It is worth noting that the four “Metro” categories contain 85% of the total US population.

Controls were variables that might confound the relationship between urbanicity and mental health. Broadly, the sociodemographic makeup of a county varies with urbanicity and is expected to also influence mental health of persons living in the county. The first variable we controlled for is median household income: the income level at which half of households in the county earn more, to measure the typical income in a county. We controlled for median household income, since higher income allows county residents to enjoy greater access to mental health care, which may be positively related to mental health (Grembowski et al. 2002). For similar reasons, we also controlled for education (Chevalier and Feinstein 2006). Thus, the second control variable was some college: the percentage of adults ages 25–44 with some post-secondary education. The third control variable was percent over 65: the percentage of the population that are over age 65, since age is associated with decreased rates of self-reported poor mental health (“NIMH » Mental Illness,” n.d.). Another control variable was US state. We added a control variable for state to account for potential state-level effects since our outcome variable comes from BRFSS which uses state-level sampling methods.

We also controlled for race/ethnicity since self-reported mental health differs by race/ethnicity. For example, during the pre-vaccine COVID-19 pandemic, adults identifying as Hispanic had 20% to 400% greater odds of experiencing poor mental health than adults identifying as non-Hispanic (H. Lee and Singh 2021). Additionally, people who identify as Black are historically more likely to report lower levels of life satisfaction than people identifying as white (Hughes and Thomas 1998). Therefore, we controlled for the variables Percent Black: the percentage of the population that is non-Hispanic Black or African American, and Percent Hispanic: the percentage of the population that is Hispanic.

There were eight potential mediators of interest. Social associations is the number of membership associations in a county per 10,000 population. Access to exercise is the percentage of the population with adequate access to locations for physical activity. Food environment index is calculated as a ratio of the percent of each county’s population experiencing limited access to healthy foods to the percent of each county’s population experiencing food insecurity. The percent of the population experiencing limited access to health foods is calculated as a function of poverty and distance to a grocery store while food insecurity is a modeled estimate from the Core Food Insecurity Model (“Map the Meal Gap Data | Feeding America,” n.d.). Mental health providers is the ratio of population to mental health providers. Air pollution is the average daily density of fine particulate matter in micrograms per cubic meter. Violent crime is the number of reported violent crime offenses per 100,000 population. Severe housing cost burden is the percentage of households that spend 50% or more of their income on housing. Income inequality is the ratio of household income at the 80th percentile to income at the 20th percentile.

|  |
| --- |
| Table 1: Mean (SD) characteristics of US counties by urbanicity category |

**Approach:** We estimated the relationship between urbanicity and average poor mental health days using mixed effects linear regression models. For simplicity, we built models that compare counties from one urbanicity category at a time against small metro counties. Hence, five comparisons were made: large central metro, large fringe metro, medium metro, micropolitan, and noncore vs. small metro. Each linear regression model included poor mental health days as the dependent variable and urbanicity as the independent variable. State was included as a random effect to accommodate within-state correlation and variation due to state differences in BRFSS approaches. Models were fit with and without adjustments for the control variables. Control variables were accounted for using inverse probability weighting (IPW). IPW entails weighting each county by the multiplicative inverse of the propensity scores, i.e., the probability of belonging to the county’s urbanicity category conditional on the confounding variables (i.e., education, income, age, percent Black, and percent Hispanic). This approach was used as opposed to including control variables directly in the model to avoid issues with misspecification of their influence in the linear regression model. Propensity scores needed for IPW were calculated from a logistic regression model for each urbanicity comparison. Hence, five logistic regression models were fit. Small metro was chosen as the reference category to avoid propensity scores near 0 or 1, since small metro is one of the middle urban categories. By contrast, an urban category at one extreme (e.g., large central metro) would lead to propensities close to 0 or 1 when compared to the other extreme (e.g., noncore). Education, income, percent Black, percent Hispanic, and age are treated as independent variables in each logistic regression model. Considering that education and income have a strong relationship to mental health (Araya et al. 2003) and vary greatly across counties, an interaction term between income and education is included in the logistic regression model. In addition, natural cubic splines with three degrees of freedom each were used for education and household income. To validate this choice of model, other models were considered and compared to our model based on Akaike Information Criteria (AIC). We examined eight potential mediators using a combination of inverse probability weighting and random effects to account for potential confounders of the urban-mental health relationship. Mediation analysis was conducted in two steps (Imai, Keele, and Tingley 2010; VanderWeele and Vansteelandt 2014). First, we built a linear regression model for each urbanicity comparison relating potential mediators and urbanicity to poor mental health. These models included the eight mediators as independent variables but were otherwise identical to models from our primary analysis: poor mental health days was the dependent variable, urbanicity was an independent variable, state was a random effect, and IPW was used to adjust for control variables. Second, we built a linear regression model for each urbanicity comparison and each potential mediator. In this case, the potential mediator was the outcome variable, urbanicity was the independent variable, state was a random effect, and IPW was used to adjust for control variables.

**Results and future directions:** Controlling for state, age, income, education, and race/ethnicity, large central metro counties reported 0.24 fewer average poor mental health days than small metro counties (*t* = − 5.78, *df* = 423, *p* < .001). Noncore counties had 0.07 more average poor mental health days than small metro counties (*t* = 3.06, *df* = 1690, p = 0.002). Better mental health in large central metro counties was partly mediated by differences in the built environment, such as better food environments. Poorer mental health in noncore counties was not mediated by considered mediators. Our findings shed light on contemporary questions about mental health in the US. Is mental health better or worse in urban areas than rural areas? There are arguments on both sides: urban areas have greater access to resources like mental health providers and social associations, but rural areas have less violent crime or income inequality and greater access to green spaces. Finding that urban counties are associated with better, not worse, mental health is contrary to what would be expected based on what we know from different countries and earlier time periods. For example, a study published in 2000 of urban–rural mental health differences in Great Britain found that individuals living in urban centers had higher rates of three indicators of poor mental health (Paykel et al. 2000), and a 2007 study of Chinese migrant workers found that workers living in urban areas had worse mental health than workers in rural areas (J. Li and Rose 2017). Thus, there appear to be unique factors at play when it comes to mental health in contemporary US. In our next two aims, we use migration as a possible explanation for these US-specific differences in the relationship between place and health.

**Aim 2:** Explore how county-level migraiton can enhance our capacity to understand and explain county-level health. **Hypothesis 2A:** County-to-county migration patterns improve the explainability of autoregressive models of county-level mortality. **Hypothesis 2B:** The role that intercounty migration plays in county-level mortality differs significantly between rural and urban counties. **Hypothesis 2C:** Considering bias in migration patterns improves our ability to explain county-level mortality as well as the differential role that migration plays in urban versus rural counties.

Data: We use county-level estimates of age-adjusted mortality available through CDC WONDER (“CDC WONDER,” n.d.) joined with IRS county-to-county migration flow data (“SOI Tax Stats - Migration Data | Internal Revenue Service,” n.d.).

The outcome of interest is county-level age adjusted mortality representing the years 2011 through 2019. Mortality rates are commonly used as a gold standard when comparing various dimensions of health across counties since death has a clear and common definition (Miilunpalo 1997; Olson-Williams 2023; Jylhä 2009). Additionally, mortality has important policy and health equity implications and can be used to assess which individuals or groups are likely to live longest and which individuals or groups may be most in need of additional care. We excluded the year 2020 from our analyses because across the US, the median county-level mortality rate rose from 713.2 per 100,000 in 2019 to 828.5 per 100,000 in 2020. This unprecedented change in mortality is difficult to model since the onset of the pandemic is unrelated to other factors included in our model.

The primary explanatory factor of interest is county-level IRS migration flow from 2011 through 2019. In 2011, the IRS changed their methods to produce migration estimates based on a full year of income tax filings rather than a partial year. Prior to 2011, migration estimates represented between 95 and 98 percent of total annual income tax filings and excluded income taxes filed after September of each calendar year (Pierce 2015); estimates after 2011 include all annual income tax filings collected for each year. Therefore, we have chosen only to include data after the 2011 change in IRS methodology. We have chosen to use IRS rather than ACS estimates of migration for this aim because ACS does not publish single year estimates of migration (only five-year estimates), and in this aim, we have chosen to emphasize the temporal aspects of migration, necessitating the use of IRS single year estimates.

A secondary explanatory factor of interest is urbanicity. To measure urbanicity, we assign each county an urbanicity category based on the 2013 National Center for Health Statistics (NCHS) Urban–Rural Classification Scheme for Counties (Rothwell, Madans, and Arispe, n.d.). These are the same urbanicity codes that were used in Aim 1. In an effort to improve statistical precision, we grouped these codes into rural and urban. We define rural by grouping the NCHS definitions of micropolitan and noncore such that there are 1612 counties in our rural dataset. We define urban by grouping the NCHS definitions of large central metro, large fringe metro, medium metro, and small metro such that there are 1155 counties in our urban dataset.

Certain counties were excluded from analysis. To simplify things, we have chosen to focus on the effects of migration to a destination rather than away from an origin. Therefore, we complete all analyses from the perspective of a “destination” county. This means that counties that are not destinations (ie counties that have no origin counties) are excluded from our analyses. Additionally, since we are particularly interested in temporal trends in mortality, we exclude counties for which there are not at least four years of mortality data available. Unfortunately, this means that our analyses exclude many rural and low population counties. There are 2767 total US counties included in our analyses. In **Figure 1** below, we see the log-transformed population distributions of counties that are included and excluded from our analyses.
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Approach: In this aim, we extend temporal autoregressive models to estimate mortality rates over time while accounting for county-to-county migration and urbanicity. These models explain county-level age-adjusted mortality using a combination of lagged county-level mortality and migration.

Considering the exploratory nature of this aim, we choose to begin with the simpler *temporal* autoregressive models rather than delving into the complexities of *spatio*-temporal autoregressive models. The temporal element is necessary to capture migration over time, though spatial autoregressive models are more common for estimating mortality rates. For instance, in a 2011 paper, county-level mortality was modeled using spatial autoregressive models in which each county’s relative position to other counties as well as its historical mortality rates were considered (T.-C. Yang, Jensen, and Haran 2011). Another similar paper used an autoregressive model with county-level estimates of mortality that were standardized for measures of income and employment, population density and rurality, and race/ethnicity (Sparks and Sparks 2010). Similarly, early in the COVID-19 pandemic, researchers used a spatial autoregressive model to assess the relationships between county-level COVID-19 mortality rates and county-level sociodemographic characteristics (Fielding-Miller, Sundaram, and Brouwer 2020). This method has also been extended to age-group and country-level data to explain cohort effects within countries (H. Li and Lu 2017). Finally, a 2021 paper adapted this method using age-group data to estimate country-level life expectancy more efficiently, more accurately, and with greater precision for younger populations (Shi 2021).

A baseline model will be used in each hypothesis. The baseline model is similar to simple autoregressive county-level mortality models used in the past (L. Yang et al. 2012). Our baseline model describes yearly mortality rates as a function of time (treated categorically) and mortality rates lagged by one year. Random intercepts and slopes in time are included to account for within-county corrleation. We included random intercepts for each destination county to account for variation between counties, as recommended by Greenland and Morgenstern’s assessment of best practices for ecological studies (GREENLAND and MORGENSTERN 1989). Splines are used for mortality rates. For a given urbanicity, the baseline model (without splines) is shown below:

Where:

represents the predicted age-adjusted mortality rate of each destination county at year .  
 are binary factor variables for each year of available data.  
 is time, in years, treated continuously.  
 are unknown regression coefficients.  
 is the lagged age-adjusted mortality rate for each destination county at year .  
 is a random intercept for each destination county .  
 is a random slope for the effect of time on each county .  
 represents an error term for each destination county at year .

For Hypothesis 2A, we compare the baseline model to models that account for migration. To quantify migration, we develop a novel “migration term” which accounts for the mortality rates of individuals who have moved to a county of interest during a given period, essentially a weighted average of the mortality rates of all the origin counties. We calculated the following for each change in year and for each destination county :

Where:

is defined above  
 represents the number of migrants from a unique origin county who migrated to a destination county between year and year .  
 is the population of a unique destination county at initial year

This approach implicitly assumes that individuals migrate uniformly at random (i.e., no selection bias). In other words, our best guess for the mortality rate of migrants is exactly the mortality rate of their original county.

We analyzed several models and used the Bayesian Information Criterion (BIC) to determine the best fitting model. BIC is commonly used to determine models with greatest explanatory power (Kuha 2004). Starting with our baseline model, we iteratively added splines for the prior year’s average county-level mortality rate and the migration term, capturing potentially nonlinear trends.

For Hypothesis 2B, we build separate models for urban and rural counties. This involves creating separate datasets for rural and urban counties and completing the same model selection steps as above.

For Hypothesis 2C, we will add a parameter to our equation for our migration term to simulate selection for migration. This parameter will be added to the mortality rate of each origin county. When the parameter is subtracted (i.e., decreased mortality rate), we simulate migration by individuals who are healthier than the average of their origin county. When the parameter is added (ie increased mortality rate), we simulate migration by individuals who are unhealthier than the average of their origin county. Since we hypothesize that the effect of migration on county-level health differs for rural and urban counties, we will test the values of this parameter separately for rural and urban counties. The details of this sub-analysis are still being developed.

**Preliminary Results**

The best fitting model in terms of BIC score included five spline terms for both the autoregressive term and our weighted average migration term. This model will be called . Thus, models that account for migration had more explanatory power than models that included only the prior year’s average county-level mortality rate. This confirms Hypothesis 2A.

We found that for both urban and rural counties, the models with the lowest BIC scores included splines with four degrees of freedom each for the migration term and lagged age-adjusted mortality as well as the net migration term factor variable. These models were very similar to but with four degree of freedom splines instead of five. Though the models for urban and rural counties are similar, the effect of the appears to differ between rural and urban counties. See **Figure 2** below.

|  |
| --- |
| Figure 2: Urban counties are less sensitive to the effects of than rural counties. |

As shown above, urban counties appear to be less sensitive to the than rural counties. Migration from less healthy places (i.e., when ; orange) appears to affect rural counties more greatly than urban counties. This makes sense because urban counties have greater population size making them resistant to the effects of incoming migration. However, the effect of migration from healthier counties (; green) appears to be similar for rural and urban counties. We see that healthy rural counties experiencing unhealthy migration experience higher (unhealthier) predicted rates than initial rates. However, unhealthy rural counties experiencing unhealthy migration experience lower (healthier) predicted rates than initial rates. Healthy rural counties experiencing healthy migration have predicted mortality rates that are approximately constant and average (approximately 850 deaths per 100,000 population). Meanwhile, rural counties with initial mortality rate greater than approximately 850 deaths per 100,000 population that experience unhealthy migration have predicted mortality rates that are lower than their initial mortality rates (i.e., unhealthy rural counties become healthier, regardless of the health of migrants).

Pitfalls and Alternatives: We consider several pitfalls and alternatives. First, because our migration term is essentially a weighted average of the mortality rates of origin counties, the migration term and lagged mortality rates are highly correlated, resulting in multicollinearity. Application of results must consider this shortcoming.

Second, our models do not currently account for spatial autocorrlelation, only temporal autocorrelation and migration. Since there are spatial patterns in both migration and mortality data, it is unlikely that any spatial effects can rightly be completely ignored. Future drafts of Aim 2 will include exploration of spatial autocorrelation.

Third, we selected our outcome of interest, county-level age-adjusted mortality, because it is comparable across years and locations. However, in 2019, the median age of all movers across the US was under 30 years old (“S0701: GEOGRAPHIC MOBILITY BY ... - Census Bureau Table,” n.d.) - therefore, the population that is migrating is unlikely to be the same population that is dying. Subsequently, trends in county-level mortality might be better explained by trends in county-level migration fifty years earlier. That said, county-level measures of mortality are commonly used as a proxy for county overall health. For instance, a 1983 report by the WHO recommending measures in mortality and morbidity to understand the relationship between health and migration (Gushulak and MacPherson 2006), and measures of length of life are allocated 50% weight in the County Health Rankings Model of place-based health outcomes (“Explore Health Rankings | Rankings Data & Documentation,” n.d.). A measure of years of poptential life lost before age 75 (YPLL) captures preventable and premature deaths, making it more relevant to the migrating population than age-adjusted mortality. However, it may be less straightforward to interpret (Roubal et al. 2021). Therefore, we plan to confirm our preliminary findings using YPLL as well as age-adjusted mortality. Ideally, we would use a more precise age-group-specific measure of mortality paired with an age-group-specific measure of migration; however, this would require a migration data source other than the IRS migration flow data which we use here. Additionally, ideally, we would confirm our findings by assessing the health of migrants themselves. This task would require individual longitudinal data. This is not currently within the scope of these aims.

Fourth, since our *migration term* does not account for net migration, we consider exploration of a secondary “net migration” term – essentially the sum of the total number of years between 2011 and 2019 that a county experienced positive net migration minus the total number of years that a county experienced negative net migration such that the maximum of this variable is 8 while the minimum is -8. We could include net migration in our autogressive models as a categorical variable since we believe that the ordinal relationship between each potential net migration value is less meaningful than the value itself.

One final limitation of IRS data (which we are attempting to leverage as a strength in our analyses) is that households that do not file tax returns cannot be included in migration estimates. Therefore, university students, low-income households, and workers who receive informal wages are systematically missing from IRS migration estimates (DeWaard et al. 2022). These individuals may be more likely to be included in ACS and Census estimates (Bureau, n.d.b) (which we use in Aim 3) though no population estimate is perfect. Because IRS county-to-county migration data includes only individuals who file taxes with the US government both before and after they migrate, we assume that individuals represented in the IRS migration flows data are less likely to be pushed to migrate by potentially health-related factors such as violence, famine, and corruption than individuals who migrate but are excluded from the IRS data. Therefore, any differences in changes in health between counties may be the result of self-selection by IRS-represented migrants or health-related selection by nonIRS-represented migrants. Despite these limitations, IRS migration data has been used many times in the past to complete complex and accurate analyses of US migration patterns. For instance, IRS migration flow data has been used to estimate the effects of sea-level rise on geographic distribution of the US population (Hauer 2017), measure recovery after Hurricanes Katrina and Rita (Curtis, Fussell, and DeWaard 2015), and assess the economic impacts of migration resulting from environmental hazards (Shumway, Otterstrom, and Glavac 2014).

**Aim 3:** Identify counties, time periods, and education groups that experience anomalous county-to-county migration patterns. **Hypothesis 3A:** The components of our tensor of population mobility with the highest Gini coefficients (i.e., components that are not part of the core migration system) will be among migrants with less than high school education. **Hypothesis 3B:** The average health of counties not in the core migration system is significantly different from the average health of counties in the core migration system. (Data manipulation and analysis for this aim has not yet been started. We plan to preregister our study plan with OSF before we begin our analyses.)

Data: We will use county-level five-year estimates of migration data available publicly through the American Community Survey (ACS) to construct our tensor. ACS five-year estimates are released annually and represent 60 months of data collection from January 1 of the first year to December 31 of the fifth year. We will use five-year ACS estimates since single-year estimates of migration do not include sociodemographic characteristics and since five-year estimates are considered the most reliable for all counties (Bureau, n.d.c). Due to concerns about nonresponse bias during the COVID-19 pandemic (Bureau, n.d.a), we will exclude ACS estimates which include data after 2019. Therefore, we will use ACS 5-year estimates for 2008-2012 through 2015-2019, for a total of eight periods of migration. This is consistent with the years of data we use in Aim 2. Though the ACS 5-year geographic mobility estimates do not include origin-destination pairs, ACS does publish information on the origin of migration and whether individuals moved within the same county, moved within the same state, moved across states, or moved from abroad. We refer to this as “migration type”. To assess the sociodemographic aspects of population mobility, we focus on educational attainment. The ACS 5-year datatables include estimates of population mobility for five educational attainment subgroups of the 25 years and older population. These five subgroups include: less than high school graduate, high school graduate (including equivalency), some college or associate degree, bachelor’s degree, and graduate or professional degree. Since educational attainment subgroup data represents only the 25 years and older population, we will include only the 25 years and older population for all dimensions of population mobility included in our model (origin, time period, migration type, and educational attainment).

Approach: We will model county-level migration patterns using an extension of the novel method, spatio-temporal tensor co-clustering (Almquist et al. 2021). A tensor can be thought of as an extension of a matrix, where a one-way tensor is a vector, a two-way tensor is a matrix, a three-way tensor is a cube, and a 4-way tensor is a hyper-rectangle (Blog, n.d.). Our tensor will have the following dimensions: origin county, time period, type of migration, and educational attainment group. For example, a single entry of our four-way tensor can be represented as : the number of migrants from origin in period doing migration type belonging to educational attainment group . Our four-way tensor can be further described as:

where represents the co-cluster migration system such that is the degree of association of the all county origins with co-cluster . Therefore, it follows that if we know that origin is not in the migration system. On the other hand, if is large, we can infer that the migration system has lots of migration activity from origin . This is a direct extension of the decomposition of a three-way tensor described in Almquist et al, 2021(Almquist et al. 2021).

There are many different tensor decomposition methods. Two of the most common decomposition methods are Canonical Polyadic (CP) decomposition and Tucker3 decomposition. CP decomposition performs better than Tucker3 decomposition on sparse data (Schein et al. 2015a; Kolda and Bader 2008; Fanaee-T and Gama 2016). However, the Tucker3 decomposition method is commonly used when analyzing variability within multiple dimensions (Dong et al. 2010). Since we are interested in quantifying patterns across all dimensions of our tensor, the Tucker3 decomposition method is the best choice. The results of this decomposition will represent the most typical or strongest patterns of migration to destination for sociodemographic groups during specific time periods. In order to identify patterns in our data that do not represent the “typical” we will use a Gini coefficient to rank components of our factor matrices (Schein et al. 2015b). Components with the highest rank (largest Gini coefficient) will represent components that have the most extreme differences across the dimension of interest, i.e. components with the highest rank will represent counties, time periods, migration types, and educational attainment groups with anomalous migration patterns. The Gini coefficient has been used for this purpose by several other studies of migration (Schein et al. 2015c; Nguyen and Garimella 2017). Specifically, to test Hypothesis 3A, we will calculate and rank the Gini coefficient for each component of our tensor to establish the counties, time periods, migration types, and educational attainment groups with the most common and the least common migration patterns. To test Hypothesis 3B, we will use a simple two sample t-test to determine whether the self-reported poor mental health days and age-adjusted mortality rates of counties identified in Hypothesis 3A are like counties not identified in Hypothesis 3A. Self-reported poor mental health days and age-adjusted mortality were used in Aims 1 and 2 respectively, so we include them as outcomes of interest with hopes of confirming our findings of Aims 1 and 2.

Expected results: We expect to see high levels of dissimilarity among migrants with less than high school education because education is a known “pull factor” of migration - it is common for individuals to migrate seeking educational opportunities (Everett S. Lee, n.d.; Greenwood 1975). Therefore, individuals with less education are less likely to migrate and therefore less likely to be part of the core migration system.

On the other hand, according to Lee’s theory of migration, migration is often bimodal in that only the most advantaged and the least advantaged individuals relocate (Everett S. Lee, n.d.). Therefore, it is possible that our hypothesis will be disproven - perhaps individuals with less than high school education are most likely to be “pushed” out of their counties of origin due to hardship. It will be interesting to see how our method, tensor factorization, might handle this potential bimodality.

Similar logic could be extended to the health distribution of migrants: only the most and least healthy individuals migrate. Though the relationship between education and health is well established and largely considered one-directional (D. Cutler and Lleras-Muney 2006; D. M. Cutler and Lleras-Muney 2012; Ross and Wu 1995), as we saw in Aim 2, the relationship between migration, place, and health is more difficult to parse. Because we suspect heterogeneity in the relationship between migration and health across counties, we also expect the health of counties included and excluded from our core tensor to be heterogeneous. Therefore, we expect counties and educational attainment groups in the core migration system to have significantly different health than counties not in the core migration system.

Pitfalls and alternatives: Originally, we proposed the use of IRS migration flow data instead of ACS mobility data to assess migration because we thought that the IRS origin-destination pairs for each year could help us understand the effects of county-interconnectedness over time. However, because IRS and ACS datasets represent different populations, joining IRS county-to-county migration flow data to ACS demographic estimates required many assumptions. Thus, we have decided to use ACS five-year estimates of demographic mobility. As a result, our analyses will not be applicable to migration as a “system,” (i.e. origin and destination pairs) but instead will allow us to better understand how social groups of people migrate across the United States.

Another downside of the ACS mobility data is that ACS does not publish single-year estimates of county-level socioeconomic group mobility. Therefore, we must use five-year estimates. Five-year estimates provide an imprecise understanding of migration over time; however, they allow for greater representation among small geographies and sociodemographic groups (less missingness due to suppression). Therefore, in this aim, we are unable to fully assess temporal patterns of migration. Instead, we prioritize understanding mobility patterns across sociodemographic identity, specifically educational attainment, rather than over time.

There are many possible dimension reduction techniques that we could employ in place of or in addition to tensor factorization. If time, we will attempt to confirm our tensor factorization findings using principal component analysis (PCA) which has been used to study population mobility during the COVID-19 pandemic (Elarde et al. 2021), to assess factors related to illegal immigration into Nigeria (Uzomah and Madu 2020), and to measure urban population movement in China using cell phone data (Sun, and Axhausen, n.d.). PCA is a top-down approach which systematically discards components that do not explain variance in a dataset, sometimes resulting in loss of structure (Allen, n.d.). Meanwhile, our application of tensor factorization will assess dissimilarity within each component to indicate the components that are most meaningful. If implemented correctly, PCA and tensor factorization should yield similar results.

**Overall Summary and Conclusions**

We cannot fully understand county-level health without first understanding county interconnectedness and how it drives place-based health disparities. In this proposal, we first measure the relationship between place and health during a static time point, next we model the relationship between place, migration, and health, and finally, we examine counties that have anomalous relationships between place, migration, and health. Recognizing that the United States is heterogeneous and that the mechanisms by which migration may impact health may also be heterogeneous, we attempt to quantify rural-urban disparities in mobility and health at each step. The long-term goal of this work is to contribute to understanding the mechanisms by which mobility may be related to place-based health disparities so that local decision-makers may account for patterns in mobility when creating policy towards improved health for all people in all places. Understanding rural-urban mobility patterns is a necessary first step towards understanding rural-urban health disparities.
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